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Does our speech change when we cannot gesture?
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Abstract

Do people speak differently when they cannot use their hands? Previous studies have suggested that speech becomes less fluent and
more monotonous when speakers cannot gesture, but the evidence for this claim remains inconclusive. The present study attempts to find
support for this claim in a production experiment in which speakers had to give addressees instructions on how to tie a tie; half of the
participants had to perform this task while sitting on their hands. Other factors that influence the ease of communication, such as mutual
visibility and previous experience, were also taken into account. No evidence was found for the claim that the inability to gesture affects
speech fluency or monotony. An additional perception task showed that people were also not able to hear whether someone gestures or
not.
� 2013 Elsevier B.V. All rights reserved.
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1. Introduction

Human communication is often studied as a unimodal
phenomenon. However, when we look at a pair of speakers
we can quickly see that human communication generally
consists of more than the mere exchange of spoken words.
Many people have noted this and have been studying the
multimodal aspects of communication such as gesture
(Kendon, 2004; McNeill, 1992). Studying multimodal
aspects of communication is not a recent thing, with
Dobrogaev stating back in the 1920s that human speech
consists of three inseparable elements, namely sound, facial
expressions and gestures. According to Dobrogaev it is
unnatural to completely leave out or suppress one of these
three aspects and doing so will always affect the other two
aspects of speech (Chown, 2008). However, by suppressing
one of these inseparable elements, we can find out more
about the relationship between all multimodal elements

of communication, such as speech and gesture. In fact,
Dobrogaev studied the effect of not being able to gesture
on speech (Dobrogaev, 1929) by restraining people’s move-
ments and seeing whether any changes in speech occurred.
He found that speakers’ vocabulary size and fluency
decreases when people cannot gesture. This study is often
cited by gesture researchers, for example by Kendon
(1980), Krahmer and Swerts (2007), McClave (1998), Mor-
sella and Krauss (2005) and Rauscher et al. (1996), but
unfortunately it is very difficult to track down, it is not
available in English and therefore its exact details are
unclear. Other studies, however, have since done similar
things, with people looking at the effect of (not being able
to) gesture on language production and on acoustics.

1.1. Influence of (not being able to) gesture on language

production

There have been several studies looking at the effect of
not being able to gesture on speech, with different findings.
In a recent study, Hostetter et al. (2007) asked participants
to complete several motor tasks, with half of the partici-
pants being unable to gesture. They found some small
effects of the inability to gesture, in particular that speakers
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use different, less rich, verbs and are more likely to begin
their speech with “and” when they cannot use their hands
compared to when they can move their hands while speak-
ing. In a study on gesture prohibition in children, it was
found that words could be retrieved more easily and more
tip of the tongue states could be resolved when the children
were able to gesture (Pine et al., 2007). Work by Beattie
and Coughlan (1999) however, found that the ability to
gesture did not help resolve tip of the tongue states.

There have also been some studies on gesture prohibi-
tion that focused on spatial language. It has been found
that speakers are more likely to use spatial language when
they can gesture compared to when they cannot gesture
(Emmorey and Casey, 2001). Graham and Heywood
(1975), on the other hand, found that when speakers are
unable to gesture, they use more phrases to describe spatial
relations. This increase in use of spatial phrases might be a
compensation for not being able to use gesture (de Ruiter,
2006).

According to the Lexical Retrieval Hypothesis, produc-
ing a gesture facilitates formulating speech (Alibali et al.,
2000; Krauss, 1998; Krauss and Hadar, 2001; Rauscher
et al., 1996), and not being able to gesture has been shown
to increase disfluencies (Finlayson et al., 2003). In a study
by Rauscher et al. (1996) it was found that when speakers
cannot gesture, spatial speech content becomes less fluent
and speakers use more (nonjuncture) filled pauses. How-
ever, a study by Rimé et al. (1984) found no effect of being
unable to gesture on the number of filled pauses.

Overall, there seems to be some evidence that not being
able to gesture has an effect on spatial language production
(as one would expect considering that gestures are preva-
lent in spatial language, e.g. Rauscher et al., 1996), but
other findings remain inconclusive and are sometimes diffi-
cult to interpret.

1.2. Influence of (not being able to) gesture on acoustics

Apart from his claims on vocabulary size and fluency,
the study by Dobrogaev (1929) is often associated with
the finding that people’s speech becomes more monotonous
when they are immobilized. This has, as far as we know,
never been replicated, but several other studies have looked
at some acoustic aspects of the direct influence of gestures
on speech. For example, it has been found that producing a
facial gesture such as an eyebrow movement often co-
occurs with a rise in pitch (F0) (Cavé et al., 1996) and that
manual gestural movement also often co-occurs with pitch
movement (Flecha-Garcı́a, 2010; McClave, 1998), also
described in the so-called “metaphor of up and down”

(Bolinger, 1983). Bernardis and Gentilucci (2006) found a
similar result, namely that producing a gesture enhances
the voice spectrum, or, more specifically, that producing
a gesture at the same time and with the same meaning as
a specific word (such as the Italian word ‘ciao’ accompa-
nied by a waving gesture) leads to an increase in the word’s
second formant (F2). Also on an acoustic level, Krahmer

and Swerts (2007) found that producing a beat gesture
has an influence on the duration and on the higher for-
mants (F2 and F3) of the co-occurring speech. In a percep-
tion study, Krahmer and Swerts (2004) found that listeners
also prefer it when gestures (in this case eyebrow gestures)
and pitch accents co-occur. The above mentioned studies
suggest that there is also a relationship between gesture
and speech on an acoustic level. However, we are not aware
of any studies that looked at the effect of not being able to
gesture on acoustics in general and on pitch range
specifically.

1.3. Other factors influencing gesture production

In the present study we want to look at the effect of not
being able to gesture on several aspects of speech produc-
tion. It has been assumed, for example in the above men-
tioned Lexical Retrieval Hypothesis, that there is a link
between gestures and cognitive load. Arguably, not being
able to gesture can be seen as an instance of an increased
cognitive load for the speaker. We can then hypothesize
that not being able to gesture affects speech even more in
communicatively difficult situations where speakers also
have to deal with an additional increased cognitive load,
because of the context or because of the topic. An increased
cognitive load due to context could occur when people can-
not see each other when they interact. An increased cogni-
tive load due to topic could occur when people have to do a
task for the first time, compared to a decreased cognitive
load when speakers have become more experienced in that
task. We aim to take both these aspects of cognitive load
into account in order to compare and relate the cognitively
and communicatively difficult situation when people have
to sit on their hands to other communicatively difficult sit-
uations, namely when there is no mutual visibility and dur-
ing tasks with differing complexity, in this case when
participants are more or less experienced (due to the num-
ber of attempts).

In fact, both mutual visibility and topic complexity have
been shown to influence gesture production. Previous stud-
ies (Alibali et al., 2001; Bavelas et al., 2008; Emmorey and
Casey, 2001; Gullberg, 2006; Mol et al., 2009) have found
that speakers still gesture when they cannot see their
addressee, although the nature of the gestures changes,
with gestures becoming fewer and smaller. Also, a study
by Clark and Krych (2004) found that mutual visibility
leads to more gesture production and helps speakers do a
task more quickly.

Several studies suggest that there can be an influence of
topic complexity on the production of gestures. It has been
argued that gestures facilitate lexical access (Krauss and
Hadar, 2001; Rauscher et al., 1996) and are thus mainly
produced for the speaker herself. More complex tasks
and a larger cognitive load will thus lead to more gestures
to help the speaker. On the other hand, research has also
suggested that gestures can be largely produced for the
addressee and thus mainly serve a communicative purpose
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(Alibali et al., 2001; Özyürek, 2002). In this case, more
complex tasks and a larger cognitive load will also lead
to more gesture production by the speaker, but with the
purpose to help the addressee understand the message.

1.4. Summary of previous research

Previous research, in short, has acknowledged that there
might be a direct influence of gestures on language produc-
tion and acoustic aspects of speech and that mutual visibil-
ity and topic complexity may play a role, but many of these
studies have had some drawbacks. Unfortunately, the
details of Dobrogaev’s (1929) intriguing paper cannot be
recovered, and other studies either found very small effects
of being unable to gesture on speech (e.g. Hostetter et al.,
2007), only focused on one particular aspect of speech
(e.g. Emmorey and Casey, 2001) or used an artificial setting
(e.g. Krahmer and Swerts, 2007). This means that many
aspects of the direct influence of gestures on speech remain
unknown.

1.5. Current study

In the present study, the goal is to answer the research
question whether speech changes when people cannot ges-
ture, which we address using a new experimental paradigm
in which participants instruct others on how to tie a tie
knot. The previous claims as discussed above are tested
by comparing speech in an unconstrained condition in
which subjects were free to move their hands compared
to a control condition in which they had to sit on their
hands. Two other aspects of cognitive load, mutual visibil-
ity and topic complexity (expressed in the number of
attempts), were also taken into account.

We conducted a production experiment and a percep-
tion experiment. The production experiment takes place
in the form of a tie-knotting instructional task, which com-
bines natural speech with a setting in which it can be
expected that speakers will gesture. The task enables the
manipulation of the ability to gesture, mutual visibility
and the number of attempts. We will look at the number
of gestures people produce, the time people need to
instruct, the number of words they use, the speech rate,
the number of filled pauses used, and the acoustics of their
speech, all across conditions with or without the ability to
gesture, with or without mutual visibility and with varying
number of attempts. We expect that not being able to ges-
ture will make the task more difficult for the participants,
and that this will become apparent in the dependent vari-
ables mentioned above, for example by people using more
filled pauses when they cannot gesture compared to when
they can gesture.

In addition to the production experiment we conducted
a perception experiment, where participants were presented
with pairs of sound fragments from the production exper-
iment and were asked to choose in which sound fragment
the speaker was gesturing. Considering previous research,

we expect that sound fragments where the speaker could
not gesture will be different from sound fragments where
the speaker could gesture and the expectation is that partic-
ipants will be able to hear this difference.

2. Method

2.1. Production experiment

2.1.1. Participants

Thirty-eight pairs of native speakers of Dutch partici-
pated in the experiment (25 male participants, 51 female
participants), half of them as instruction givers (“direc-
tors”), half as instruction followers (“matchers”). Partici-
pants took part in random pairs (these could be male,
female, or mixed pairs). The participants were first year
university students (M = 20 years old, range 17–32 years
old). Participants took part in the experiment as partial
fulfilment of course credits.

2.1.2. Stimuli

Directors watched different video clips on a laptop, con-
taining instructions on how to tie two different (but roughly
equally complicated) types of tie knot. To control for topic
complexity, each clip with one type of tie knot instruction
was presented and had to be instructed three times (hence
described as the within subjects factor ‘number of
attempts’) before the other video clip was presented three
times. This was done because the assumption was that
instructing a tie knot for the first time causes a larger cog-
nitive load than instructing it for the third time (as things
tend to get easier with practice). Each separate video clip,
containing instructions for a different tie knot, was cut into
six fragments. Each fragment contained a short (maximally
10 or 15 s) instructional step for the knotting of a tie. The
video clips contained the upper body of a person who
slowly knotted a tie without speaking or using facial
expressions. Each fragment was accompanied by a small
number of key phrases, such as ‘...wide...under...thin...’,
‘tight’ or ‘...through...loop...’. The key phrases were printed
in Dutch and presented above the video clips. These key
phrases were added to make the task a little bit easier for
the participants, and to make sure that instructions from
different directors were comparable. A still from one of
the clips’ fragments can be seen in Fig. 1.

2.1.3. Procedure
The participants entered the lab in pairs and were ran-

domly allocated the role of director or matcher. The two
participants sat down in seats that were positioned oppo-
site each other. The seat of the director did not contain
any armrests. Participants were asked to sign a consent
form, were given instructions about the experiment on
paper and the possibility to ask for clarifications, after
which the experiment would start.

Directors then watched all six video fragments of one tie
knot on the laptop and gave instructions to the matcher
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how to tie an actual tie that the matcher was holding after
watching each fragment. The directors were only allowed
to watch each video fragment once and the matcher could
not see the screen of the laptop. This procedure was
repeated three times for the same tie knot, after which
the fragments for the other tie knot were shown three
times. Matchers thus had to tie the same tie knot on them-
selves three times followed by the other type of tie knot
which also had to be tied three times. The order in which
directors were presented with the video clips of the two dif-
ferent tie knots was counterbalanced over participants.
Half of the directors had to sit on their hands for the first
half of the experiment, whereas the other half of the direc-
tors had to sit on their hands during the second half of the
experiment. This means that all directors conducted half of
the task, instructing one of the two tie knots, while sitting
on their hands. Getting directors to sit on their hands was
achieved simply by asking directors to sit on their hands at
the beginning or halfway through the experiment. If direc-
tors were asked to sit on their hands at the beginning of the
experiment they were told they were free to move their
hands halfway through the experiment. No information
was given about why sitting on their hands was necessary.
For half of all participant pairs, an opaque screen was
placed in between the director and the matcher so as to
control for (lack of) mutual visibility. Examples of the
experimental setup can be seen in Fig. 2.

The experimenter was in the lab during the experiment
and, for the entire duration of the experiment, controlled
the laptop on which the video fragments were shown. This
was due to the fact that the directors were unable to control
the laptop while they were sitting on their hands. The
experimenter, using a remote control, switched to the next
video fragment when it was clear that the director had said
all there was to say and the matcher had understood the
instructions and tied (part of) the tie knot accordingly.
The proceedings of the experiment were videotaped (both
audio and video). The director was filmed from the left
side, as in Fig. 2. The audio recorder was placed on the
table, to the right of the director, as can be seen in
Fig. 2. After the experiment, participants filled out a short
questionnaire, asking, among other things, about their
experience with tie knotting (nobody had any significant
experience, and participants found both tie knots equally
difficult to instruct) and whether they knew the person they
had just done the experiment with (most people, across
conditions, did). Finally, the participants were debriefed
about the experiment. The entire experiment took about
30 min.

2.1.4. Design

The experiment had a mixed design (2 � 2 � 3), with
one between subjects factor, mutual visibility (levels:
screen, no screen) and two within subject factors, ability
to gesture (levels: able, unable) and number of attempts
(levels: 1st, 2nd, 3rd attempt). Half of the participant pairs
had a screen between them for the entire duration of the
experiment and the other half were able to see each other
during the experiment (mutual visibility). All directors
had to sit on their hands (ability to gesture) either during
the first half of the experiment or during the second half
of the experiment (this order was counterbalanced). The
ability to gesture was designed as a within-subject factor
because previous gesture research has found that there
may be large individual differences in gesture production
(e.g. Chu and Kita, 2007). All directors had to instruct
the two different tie knots three times (number of
attempts). The order in which the tie knots were presented
was counterbalanced. This design means that each director

Fig. 1. Still of the beginning of a fragment of one of the stimulus clips, in
this case accompanied by the phrases ‘behind’ and ‘up’.

Fig. 2. Examples of experimental setup. In both images, the director is visible on the right; the matcher is on the left (only knees visible). On the right hand
side the setup with opaque screen between director and matcher is shown.
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would instruct one tie knot three times while sitting on his/
her hands and the other tie knot three times while being
able to gesture.

2.1.5. Data analysis

Video and audio data from the director was recorded.
The speech from the video data was transcribed ortho-
graphically and the gestures produced during all first
attempts were annotated using a multimodal annotation
programme, ELAN (Wittenburg et al., 2006). The audio
data was used for the acoustic analyses and for the percep-
tion experiment. We conducted analyses for several depen-
dent measures.

Firstly we looked at the number of gestures that were
produced by the director. The gesture analysis was based
on a subset of the data. For one third of all the data (each
director’s first attempt for each tie knot) we selected all the
gestures that were produced. All speech-accompanying
hand gestures were counted, leaving out possible head
and shoulder gestures and all gestures that were not related
to speech (e.g. self-grooming gestures). A gesture was iden-
tified as such following Kendon’s (1980) definition of a ges-
ture phrase, where a gesture consists of at least a stroke.
With the number of gestures, the obvious assumption is
that people will gesture less when they are prevented from
doing so. The question is, however, to what extent the ges-
ture production is also influenced by one of the other
aspects of cognitive load, mutual visibility. The number
of attempts was not taken into account as a factor for
the number of gestures since only the gestures produced
during the first description were analyzed.

Secondly, we analyzed the directors’ speech, in duration
in seconds, in number of words and in speech rate. The
assumption is that these aspects of speech serve as a mea-
sure for speech fluency. We measured speech duration in
time (in seconds) between the start of one video clip
instruction and the start of the following video clip instruc-
tion. For the speech duration in number of words, all of the
directors’ instructions were transcribed orthographically.
The transcriptions were divided per video clip instruction,
leading to 36 transcriptions (2 tie knots � 3 attempts � 6
fragments) per participant. The mean number of words
for each of these instructions was counted, including filled
pauses (e.g., ‘uhm’) and comments about the experiment
itself (e.g., ‘can I see the clip again?’). Speech rate was
defined as the number of words that were produced per sec-
ond. The main question here is whether the inability to ges-
ture makes it more difficult for directors to instruct the
matcher to the extent that the instructions differ in length,
in number of words, or in speech rate, depending on the
ability to gesture.

The use of filled pauses in the director’s speech was also
analyzed. On the basis of previous literature we assume
that filled pauses are a measure of speech fluency, with less
fluent speech containing more filled pauses than more flu-
ent speech. From the transcribed directors’ instructions
we counted the number of filled pauses (i.e. the Dutch “uh”

and “uhm”) across conditions. We divided this number by
the number of words used to get a rate of filled pauses. This
was done in order to factor out any effects due to a change
in the number of words used.

For the acoustic analyses, a subset of the audio data was
used (see Section 2.2.2 below), which was also used for the
perception experiment (as described below in Section 2.2).
The sound pair recordings were analyzed using Praat soft-
ware (Boersma and Weenink, 2010). The minimum and
maximum pitch, the mean pitch and pitch range and the
mean intensity of each sound fragment were analyzed.
These aspects were taken into account because previous
research has suggested that speech becomes more monoto-
nous when speakers cannot gesture. For the acoustic anal-
yses we only looked at whether there was an effect of the
ability to gesture, and did not take mutual visibility or
the number of attempts into account.

For the subset of the data for the gesture analyses (the
first attempt at describing each tie knot), we analyzed
whether there was an effect of ability to gesture, or an effect
of mutual visibility on the number of gestures that were
produced. For the speech analyses (time, number of words,
speech rate and filled pauses) we analyzed whether there
was an effect of ability to gesture, an effect of mutual visi-
bility or an effect of number of attempts. For the subset of
the data for the acoustic analyses we analyzed whether
there was an effect of the ability to gesture on the acoustic
measures. Unless noted otherwise, all tests for significance
were conducted with repeated measures ANOVA. All sig-
nificant main effects and interactions will be discussed.

2.2. Perception experiment

To see whether the claim, that speech becomes more
monotonous when people cannot gesture, can be supported
by the present data set, and, more importantly, to see
whether a possible change in acoustics due to the inability
to gesture can be perceived by listeners, we conducted a
perception test on a selection of the data from the produc-
tion experiment.

2.2.1. Participants

Twenty participants (9 male, 11 female, age range 24–
65 years old), who did not take part in the instructional
director matcher task, took part in the perception experi-
ment (without receiving any form of compensation).

2.2.2. Stimuli

Twenty pairs of sound fragments from the audio record-
ings of the production experiment were selected, in order to
perceptually compare speech accompanied by gesture to
speech without gesture. The sound fragments were pre-
sented in pairs and were selected on the basis of their sim-
ilarity in the type and number of words that the directors
used. Each pair of sound fragments consisted of two
recordings of the same director instructing the matcher,
using very similar or exactly the same words in both
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recordings. The pairs of recordings consisted of one audio
fragment produced when the director was unable to use his
or her hands (see example 1) and one audio fragment pro-
duced when the director was able to gesture and actually
produced at least one gesture (see example 2, where an ico-
nic gesture was produced during the bracketed phrase).

(1) “Nou je pakt hem vast” – Well, you hold it.

(2) “Oh je [pakt hem] weer hetzelfde vast” – Oh you [hold

it] again in the same way.

Our strict selection criteria for sound fragments to be
included in the perception experiment meant that all sound
pairs that met our criteria (namely sound pairs with similar
wording and of similar length, of which one sound frag-
ment was produced when the director was unable to ges-
ture, and of which the sound fragment that was produced
when the director could gesture actually contained at least
one gesture) were included in the perception experiment.

The order in which the fragments were presented was
counterbalanced over the experiment. This means that for
some sound pair fragments the first sound fragment that
the participants heard was the one in which the speaker
could not gesture, whereas for other sound pair fragments
the second sound fragment was the one in which the
speaker could not gesture.

2.2.3. Setup

The twenty participants listened to the twenty pairs of
sound recordings and were asked to decide for each pair
in which one the director was gesturing. The participants’
instructions did not mention whether they should focus
on a specific aspect of speech and the participants were
only allowed to listen to each fragment once, forcing them
to base their decision on initial impressions.

2.2.4. Design and analysis

The relatively small number of sound pair fragments
meant that we only took into account whether the speaker
was able to gesture or not. We did not take mutual visibil-
ity or number of attempts into account. For each pair of
sound fragments, a participant received a point if the
answer given was correct, that is, if the participant picked
the sound fragment where the speaker produced a gesture.
We tested for significance by using a t-test on the mean
scores.

2.3. Hypotheses

Following previous research (e.g. Alibali et al., 2001;
Bavelas et al., 2008; Emmorey and Casey, 2001; Gullberg,
2006; Pine et al., 2007), we expect that the number of ges-
tures produced by the director is influenced by a communi-
catively difficult situation (due to lack of ability to gesture
or lack of mutual visibility), naturally with fewer gestures
being produced when there is no ability to gesture, but also

with fewer gestures being produced when the director and
the matcher cannot see each other.

We also expect that directors’ speech will change, with
instructions taking longer, measured either in time or in
number of words, and speech rate becoming lower, when
the communicative situation is more difficult than it nor-
mally is, foremost because of the inability to gesture, but
also because of lack of mutual visibility, or because of
the number of attempts (where the first attempt is consid-
ered to be more complex than the second or third attempt
and the second attempt is considered to be more complex
than the third attempt).

Since we assume that the number of filled pauses indi-
cates the level of processing difficulty and that they can also
be seen as a measure of fluency, we expect that a more dif-
ficult communicative situation leads to more processing
difficulty and more filled pauses.

Considering previous findings on acoustics and gesture,
(Bernardis and Gentilucci, 2006; Krahmer and Swerts,
2007), we assume that speech will be more monotonous
when speakers cannot gesture, and that this will be appar-
ent by a smaller pitch range and a lower intensity when
people are unable to gesture.

The perception task on the selected audio recordings is
conducted to see whether people can hear when somebody
is gesturing. Here we expect that a possible change in
speech without gesture compared to speech with gesture
can be perceived by the listeners.

3. Results

Table 1 shows an overview of the results of the produc-
tion experiment. All the dependent variables are shown as a
function of the ability to gesture. Below we discuss each of
the variables in more detail.

3.1. Number of gestures

We found an unsurprising main effect of ability to ges-
ture on the mean number of gestures produced by the
director (F (1, 36) = 26.8, p < .001), showing that the
experimental manipulation worked. There was no effect
of mutual visibility on the number of gestures (see Table 2).
Noteworthy however (as can be seen in more detail in
Table 2), is the fact that directors do still gesture sometimes
when they have to sit on their hands (“slips of the hand”)
and that directors still gesture frequently when there is a
screen between themselves and the matcher. Furthermore,
the large standard deviations in Table 2 show that there
are large individual differences with regard to the number
of gestures that participants produce.

3.2. Speech duration in time

The mean speech duration of all fragments was 31 s
(SD = 13.7). There was no effect of ability to gesture on
speech duration in time (see Table 1), nor was there an
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effect of mutual visibility. There was, however, a significant
effect of the number of attempts, F (2, 72) = 23.376,
p < .001 (see Table 1), with people getting quicker in
instructing a tie knot when they have done so before.

3.3. Speech duration in words

No effects of ability to gesture or mutual visibility on the
number of words produced by the director were found (see
Table 1). However, there was a significant effect of the
number of attempts. Significantly fewer words (for the
means, see Table 1) were used for each following attempt,
F (2, 72) = 9.06, p < .001, showing the same picture as for
the speech duration in time, in that people need fewer
words in instructing a tie knot when they have done so
before.

3.4. Speech rate

The mean speech rate for all fragments was 1.3 words
per second (SD = .42). There were no main effects of the
ability to gesture, of the number of attempts or of mutual
visibility on the speech rate (see Table 1). There were also
no interaction effects.

3.5. Filled pauses

No main effects of ability to gesture or mutual visibility
on the rate of filled pauses produced by the director were
found. However, there was a significant effect of the num-
ber of attempts. Significantly fewer filled pauses (for the
means, see Table 1) were used to instruct each following
attempt, F (2, 72) = 19.756, p < .05, showing that the rate
of filled pauses decreases once people have instructed a
tie knot before. There was also an interaction effect
between the ability to gesture and the number of attempts
on the rate of filled pauses, F (2, 72) = 3.272, p = .044. For
the first attempt the inability to gesture lead to a decrease
in the rate of filled pauses, whereas for the second and third
attempt the inability to gesture lead to an increase in the
rate of filled pauses (see Table 1).

3.6. Acoustic analyses

We found no significant effect of the ability to gesture on
any of the dependent acoustic measures (for the means, see
Table 1). Pitch range was not affected by the inability to
gesture, which means that speech did not become more
monotonous when people could not gesture compared to
when they could (and did) gesture.

3.7. Acoustic perception test

We found no effect of the ability to gesture on the num-
ber of correct answers (M = 10.95 out of 20 correct) in the
perception test. Participants were unable to hear in which

Table 1
Overview of the number of gestures, duration, number of words, speech rate and number of filled pauses, for the first, second and third attempt; and
acoustic measurements (maximum, minimum and mean pitch, pitch range (Hz) and intensity), as a function of ability to gesture.

Able to gesture (SD) Not able to gesture (SD) Mean total (SD)

Gestures* 12.68 (13.9) .66 (2.3) 6.67 (8.1)
Duration attempt 1 (sec) 36.2 (16.1) 35.1 (11.9) 35.6 (14.0)
Duration attempt 2 (sec) 29.8 (12.6) 30.4 (14.6) 30.1 (13.6)
Duration attempt 3 (sec) 25.4 (11.6) 29.0 (15.6) 27.2 (13.6)
Duration all attempts (sec) 30.5 (13.4) 31.5 (14.0) 31.0 (13.7)
Words attempt 1 46.3 (28.2) 46.8 (24.5) 46.5 (26.3)
Words attempt 2 41.2 (24.9) 43.4 (30.6) 42.3 (27.7)
Words attempt 3 34.3 (19.2) 40.3 (26.9) 37.3 (23.0)
Words all attempts 40.6 (24.1) 43.5 (27.3) 42.0 (25.7)
Speech rate attempt 1 1.2 (.35) 1.3 (.43) 1.3 (.39)
Speech rate attempt 2 1.3 (.42) 1.3 (.45) 1.3 (.43)
Speech rate attempt 3 1.3 (.44) 1.4 (.47) 1.3 (.45)
Speech rate all attempts 1.3 (.40) 1.3 (.45) 1.3 (.42)
Filled pauses attempt 1 .034 (.017) .030 (.018) .032 (.017)
Filled pauses attempt 2 .022 (.021) .029 (.020) .025 (.020)
Filled pauses attempt 3 .019 (.019) .021 (.018) .020 (.018)
Filled pauses all attempts .025 (.019) .027 (.019) .026 (.019)
Max pitch (Hz) 248.5 (83) 251.65 (93.5) 250 (88.25)
Min pitch (Hz) 136.5 (47) 138.75 (60) 137.62 (53.5)

Mean Pitch (Hz) 192.5 (65) 195.2 (76.7) 193.85 (70.85)

Mean Pitch Range (Hz) 112 (77) 112.9 (67) 112.45 (72)

Mean Intensity (dB) 65.40 (5.9) 65.95 (6.2) 65.67 (6.0)

For all dependent variables, a = .05. No significant effect of ability to gesture on any of the dependent variables, except *: F (1, 36) = 26.8, p < .001.

Table 2
Mean number of gestures as a function of ability to gesture and mutual
visibility.

Screen (SD) No screen (SD) Mean total (SD)

Able to gesture 10.53 (13.18) 14.84 (14.65) 12.68 (13.90)
Unable to gesture 1.05 (3.22) .26 (.56) .66 (1.89)
Mean total 5.79 (8.20) 7.55 (7.60) 6.67 (7.9)
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fragment the director was gesturing and scored at chance
level, t(19) = 1.843, n.s.).

4. Discussion

In this study, the goal was to see whether we can observe
a direct effect of producing gestures on speech. This was
inspired by the often cited study by Dobrogaev (1929)
where participants were immobilized while speaking with
the alleged consequence that their speech became less fluent
and more monotonous. Unfortunately, even though this
study is often cited, its details cannot be recovered. In
any case, Dobrogaev’s observations were anecdotal and
not based on controlled experimental data. Therefore, the
present study was unable to use Dobrogaev’s exact meth-
odology and had to come up with its own experimental
setup.

The setup that was used had several advantages. Firstly,
the setting where participants were able to gesture and
could see their addressee was fairly natural (in comparison
with, for example Krahmer and Swerts, 2007), with partic-
ipants being free to talk as they wished. Secondly, the over-
all setting allowed us to take several aspects of gesture and
speech production into account. We could create control
conditions in which there was no ability to gesture, in
which there was no mutual visibility and in which partici-
pants performed tasks of differing difficulty. The design,
with the two tie knots which had to be instructed three
times, ensured that even though the overall setting was
fairly natural, the proceedings of the experiment were still
relatively controlled and this meant that speech from the
participants in different conditions was comparable. Fur-
thermore, the experiment was set up in such a way as to
make it as likely as possible that participants would (want
to) gesture. The nature of the task was likely to elicit ges-
tures since it is hard to conduct a motor task such as
instructing someone to tie a tie knot without using your
hands. In addition, the director was seated on an armless
chair, making it more likely that he or she would gesture.
Also, the experiment was set up with two participants since
the attendance of an (active) addressee has been shown to
lead to more gesture production (Bavelas et al., 2008). In
short, effort was taken to ensure that the task would elicit
many gestures and the setup was such that a range of com-
municative situations could be taken into account, from
free moving face to face interaction to restrained move-
ment without mutual visibility.

Considering this setup and results from previous studies,
the hypothesis was that there would be significant differ-
ences between speech with and speech without gestures,
giving us an insight into the direct influence of gestures
on speech. The results, however, showed no significant
main effects of the ability to gesture on almost all the
dependent measures we took into account. The only main
effect we did find, of the ability to gesture on the number
of gestures, was unsurprising and merely served as a
manipulation check. We found no main effect of the ability

to gesture on the duration of the instructions, on the num-
ber of words used, the speech rate, or on the number of
filled pauses used. The acoustic analyses also did not show
any significant differences between the cases when the
director was prevented from gesturing and the cases when
the director gestured and participants of the perception test
were unable to hear a difference between fragments of the
directors’ speech with and without gestures.

As was noted in Section 1, not being able to gesture can
be seen as a complicated communicative setting, arguably
comparable to other communicatively difficult settings
such as when there is no mutual visibility or during a com-
plicated task (exemplified by the number of attempts).
Interestingly, we did find that the number of attempts
resulted in some significant differences, which are in line
with what was found in earlier studies (e.g. Clark and
Wilkes-Gibbs, 1986). For speech duration we saw that it
was getting shorter for each consecutive attempt. The same
applies to the number of words that directors used to
instruct the video clips, where we found that the number
of words was getting smaller with each consecutive
attempt. There was also an effect of the number of attempts
on the rate of filled pauses, with fewer filled pauses being
used with each consecutive attempt.

Although we did not find any main effects of the ability
to gesture on almost all of our dependent measures, we did
find a significant interaction between the ability to gesture
and the number of attempts on the rate of filled pauses.
When participants were unable to gesture in the first
attempt their speech had a lower rate of filled pauses than
when they were able to gesture. In the second and third
attempt however, the inability to gesture led to an increase
in the rate of filled pauses.

Taking into account the general focus of this study and
our experimental setup in which it was expected that people
would feel a strong need to gesture, also when they were
not able to, it was a surprise to see that there were no main
effects of the ability to gesture on any of the relevant mea-
sures taken into account. The interaction effect between the
ability to gesture and the number of attempts on the use of
filled pauses was a surprising result. The inability to gesture
had a reducing effect on the rate of filled pauses in the first
attempt at instructing how to tie a tie, but in the second
and third attempt the inability to gesture caused the rate
of filled pauses to increase. Apparently being unable to ges-
ture caused the initial instructions to become more fluent,
but the second and third instructions to become less fluent.
It was expected that the inability to gesture would cause the
instructions to be less fluent overall, not just in the second
and third attempt. It should be kept in mind that, however,
that when we look at the descriptives, as given in Table 1,
we see that the decrease in rate of filled pauses when partic-
ipants are unable to gesture in the first attempt is only .004
(filled pauses per word), which suggests that (albeit signif-
icant) this effect should be interpreted with care.

There are two ways in which we can look at the fact
that, overall, we did not find an effect of the ability to ges-
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ture. It could be the case that there really is no difference
between speech with and speech without gesture in the data
from this study or it could be the case that some differences
exist but that we have not found them yet. Starting with the
latter option, it might be that there are differences that we
have not looked at so far. Previous studies have found
effects of gestures (or the enforced lack of them) on speech
but these effects have been fairly small and detailed (for
example only related to spatial language). It is conceivable
that this also applies to the current data set. However, the
focus of this study was on speech fluency and monotony.
The (large number of) variables that we took into account
are all variables that can be considered to be the main vari-
ables related to speech fluency and monotony. We did not
find any main effects on these variables. Therefore, we do
not consider it very likely that large differences with regard
to speech fluency and monotony exist in this dataset that
we have not analyzed yet.

A question might be whether the fact that we treated
filled pauses as “words” may have artificially increased
our measure of speech rate, thereby concealing possible
existing rate differences between experimental conditions.
In general, including filled pauses does indeed increase
speech rate, but this did not bias our results in any way.
This would only be a problem if the relative contribution
of filled pauses to speech differs across conditions, which
was not the case.

If it is the case that there really are no differences in flu-
ency and monotony in this data set between speech with
and speech without gestures, we have to consider why this
would be so. Are gestures simply not as influential on
speech as has been previously assumed or are there other
reasons which might have caused the lack of an effect? It
might be that the task was not as difficult as was assumed
with participants not feeling the need to use gestures as
much as was anticipated. This would mean that since par-
ticipants were not likely to gesture anyway, the inability to
gesture did not cause any speech problems for the partici-
pants. However, the mean number of gestures that were
produced (as shown in Tables 1 and 2) show that this logic
is unlikely. Moreover, when debriefing, participants often
mentioned that they found the task very difficult.

It might be the case that there was no effect of the inabil-
ity to gesture because, although participants were pre-
vented from using their hands for part of the experiment,
this did not stop them from gesturing. We found that ask-
ing people to sit on their hands did not stop them com-
pletely from moving around. Minor movements, such as
movements of the finger tips or muscle tensions could still
have occurred, as well as gestures produced by other parts
of the body, such as foot, head and shoulder gestures.
These have presently not been taken into account. Also,
it can be argued that even when people do not produce a
physical gesture or movement, this does not necessarily
mean that they did not intend to produce a gesture. In
other words, a lack of effect could also be due to an
intended, but not realized motor command. This would

mean that speech and gesture are so closely related that it
is not possible to completely separate the two, not even
by refraining people from using their hands.

Given these uncertainties, it is difficult to say what the
impact of this study is on models of speech–gesture produc-
tion. Most models proposed in the literature rest upon the
assumption that speech and gesture are closely related (e.g.
Kendon, 1980, 2004; McNeill, 1992 inter alia), but how the
two are related exactly is still a matter of some debate.
Consider, for instance, the models proposed by Kita and
Özyürek (2003), Krauss et al. (1996), and de Ruiter
(2000), which are all based on the blueprint of the speaker
proposed by Levelt (1989). These models all propose the
addition of a new gesture stream, which shares its point
of origin with the speech production module but is other-
wise separated. The models differ primarily in where the
two streams (speech and gesture) part. Krauss and col-
leagues, for example, argue that the separation happens
before conceptualization, while both de Ruiter, and Kita
and Özyürek argue that it takes place in the conceptualizer.
McNeill and Duncan (2000) take a different perspective
and argue that speech and gesture are not separate streams,
but are produced jointly, based on what they call ‘‘growth
points”. Thus, even though these researchers agree that
speech and manual gestures are closely related, they dis-
agree on how tight this relation is.

Different explanations of our results could potentially
have different implications for speech–gesture models. If
the lack of an effect of ability to gesture on speech produc-
tion is caused by the fact that speakers cannot really be
prohibited from gesturing (meaning that participants were
still gesturing in some way, or had an intention to do so,
even when their hands were restrained), this would provide
evidence for the claim that speech and gesture are very clo-
sely related indeed. If, on the other hand, the lack of an
effect was caused by the fact that it does not matter for
speech production whether speakers gesture or not, this
would suggest that, at least as far as fluency/monotony
of speech is concerned, speech and gesture are not so clo-
sely related. If we are to assume, somewhat simplifying,
that speech properties such as fluency or monotony are lar-
gely determined by the later phases of speech production
(such as the articulator, in Levelt’s terms), our findings
would still be consistent with models arguing for a separa-
tion between speech and gesture streams before or in the
conceptualizer.

However, before definitive conclusions about this can be
drawn, more research is needed, preferably with (even) lar-
ger samples than the one collected here to further increase
statistical power. Various lines of future research naturally
suggest themselves, both related to the gestures that were
studied and the task. Krahmer and Swerts (2007) found
evidence, in a rather controlled setting, of the impact of
gestures on speech production, as discussed in the intro-
duction. However, they only looked at beat gestures. Beats
can be characterized as short and quick flicks of the hand,
that often serve the purpose of emphasizing a word or
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phrase (McNeill, 1992), and in this sense they are compara-
ble to the role that pitch accents play in Germanic lan-
guages and perhaps also linked closer to speech than
other kinds of gestures. In fact, Krahmer and Swerts
(2007) explicitly argue that different kinds of gestures might
be integrated differently in models of speech–gesture pro-
duction. It is conceivable, for instance, that beat gestures
do, but other kinds of gestures do not, directly influence
speech production. The work by Bernardis and Gentilucci
(2006) also suggests a close link between gesture and
speech, for a different type of gestures, (i.e. conventiona-
lised greeting gestures), but more work on a wider range
of gestures is clearly needed. In particular, the impact of
different kinds of gestures on speech production should
be studied in more detail in future research.

In a somewhat similar vein, the task that was used in
this study could have been of influence as well. Previous
research has suggested that gestures are particularly useful
in spatial and motor descriptions (e.g. Hostetter and Aliba-
li, 2010; Hostetter et al., 2007). With this in mind, we opted
for a production experiment in which participants had to
describe concrete tie-knotting actions to an addressee. With
this task we expected that participants would feel a strong
need to gesture, which indeed turned out to be the case
(exemplified by the fact that many gestures were produced
when participants were able to do so and by the fact that
some participants had ‘slips of the hands’, i.e. gestured,
even when they were supposed to be sitting on their hands).
However, it might be the case that a different task might
have yielded different results. What, for instance, if speak-
ers were asked to describe something more abstract or what
if the task would be more difficult (perhaps resulting in
more tip-of-the-tongue states)? In general, it is conceivable
that different tasks cause speakers to produce different
kinds of gestures, which in turn might differently influence
speech production as well.

Finally, given the inconclusive set of findings described
in the introduction, it would be worthwhile to look at the
various studies in more detail, and see whether any under-
lying generalizations have been missed. One reviewer, for
instance, suggested that it could be interesting to look at
whether previous studies relied on confederates or not,
given the recent discussion on which impact confederate
addressees might have on results in interactive studies
(Bavelas et al., 2008; Kuhlen and Brennan, 2013). We leave
this for future research.

In conclusion, the strength of the experimental design
with its fairly natural setting has led to a large data set,
of which many aspects can be studied. The measures that
have been analyzed presently did not show any main effects
of the ability to gesture on speech and the (lack of) results
may be only applicable to the domain of instructing motor
tasks (which tie knotting can be argued to be an example
of). However, we have been able to show that topic com-
plexity, in this case in the form of the number of attempts
that directors had at giving instructions, influences many
aspects of speech. We showed that directors used less time,

fewer words and fewer filled pauses for each consecutive
attempt. This is in line with previous findings on repeated
references, for example by Clark and Wilkes-Gibbs
(1986). Based on the data from the present study, we might
tentatively state that topic complexity has a larger effect on
fluency than the ability to gesture. However, since topic
complexity was not the main focus of the present study
we will conclude by saying that, at least on the basis of
the present dataset, tying people’s hands has not helped
to untie the knot between speech and gesture.
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